J Math Chem (2013) 51:1274-1292
DOI 10.1007/s10910-013-0144-9

ORIGINAL PAPER

Qualitative analysis of the chemostat model with
variable yield and a time delay

Qinglai Dong - Wanbiao Ma

Received: 10 October 2012 / Accepted: 3 January 2013 / Published online: 11 January 2013
© Springer Science+Business Media New York 2013

Abstract In this paper, we consider the chemostat model with inhibitory exponen-
tial substrate, variable yield and a time delay. A detailed qualitative analysis about
existence and boundedness of its solutions and the local asymptotic stability of its
equilibria are carried out. The Hopf bifurcation of solutions to the system is studied.
Using Lyapunov-LaSalle invariance principle, we show that the washout equilibrium
is global asymptotic stability for any time delay. Based on some known techniques
on limit sets of differential dynamical systems, we show that, for any time delay, the
chemostat model is permanent if and only if only one positive equilibrium exits.

Keywords Chemostat - Time delay - Stability - Lyapunov—LaSalle invariance
principle - Hopf bifurcation - Permanence

1 Introduction and statement of improved model

The chemostat is an important laboratory apparatus used to culture microorganisms
[1-3]. It is assumed that species grow in continuously stirred-tank fermenters which
are fed continuously by a nutrient and the cells are drawn off continuously. Therefore,
the chemostat is of both ecological and mathematical interest since its applicability
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in many areas, for example, waste water treatment and the operation of industrial
fermenters etc [2,3].
It is well known that the basic chemostat model with single microorganism and
nutrient takes the following form [2,3]
[ St)=D(S"—8) -8 1u(S)X, (L
X(@t) = (u(S) — D)X, '

where S(¢) and X (#) denote concentrations of the nutrient and the microorganism
at time ¢ respectively, So denotes the input concentration of nutrient, D denotes the
volumetric dilution rate (flow rate/volume), ¢ is yield term, the function @ (S) denotes
the microbial growth rate and a typical choice for ©(S) is Monod kinetics function
(Michaelis-Menten or Holling type I1), which takes the form of u(S) = w;, S/ (ki +5S),
and satisfies the following conditions: £ (0) = 0, /(S) > 0, limg_ 400 x(S) = Uy <
~+o00. Here w,, > 0 is called the maximal specific growth rate; k,, > O is the half-
saturation constant, such that w(k,,) = w,,/2. Clearly, ;(S) is an increasing function
of § over the entire interval [0, +00).

So far, the chemostat models with Monod kinetics for nutrient uptake and its var-
ious modified versions have been studied sufficiently, because they could be used
to account for various important phenomena that are relevant to the actual experi-
ments in applications [3]. In most modified chemostat models, it is assumed that the
nutrient uptake function ©(S) is increasing for any S > 0. On the other hand, in
biology, there may be cases that very high substrate concentrations actually inhibit
the growth of microorganisms, and that while the substrate concentrations increasing
unlimitedly, some kind of microorganism will die eventually. Based on the above bio-
logical phenomenon, [4] introduced the so-called T'issiet functional response, i.e.,
u(S) = /LmSe’S/k’ /(kn +8) [2,5-7], to the basic chemostat model (1.1), and got the
following modified model:

ooy S —32
X(1) = f25e” % X (1) — DX (1),

$() = (50— S(@)D — S0~ x
(1) = (8" = S)D — L2300~ 5 X (1),

(1.2)

where, un,, k;, and k; are positive constants. Tissiet functional response has the
properties that «(S) is increasing on [0, $*] for some S* > 0 and decreasing on
[S*, +00) (of cause, the concentration of the nutrient can not attend to infinity in
biology and the component S(¢) of any solution (X (#), S(¢)) of (1.2) can not be
unbounded in mathematics.). A detailed theoretical analysis on asymptotic properties
of the equilibria of (1.1) is also carried out in [4].

Most of the models in chemostat assume that yield coefficient is a constant. But
the experimental data indicate that a constant yield may fail to explain the observed
oscillatory behavior in the vessel. And the fact that the yield coefficient may depend
on the substrate concentration is now well established in experimental literature [8,9].
It is a function of nutrient density S, i.e. §(§S). The greater the nutrient density is, the
lower the consuming rate. So the function 6(S) is a nondecreasing function of § and
called the variable yield, which takes the form:
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(1) 8(S)=A+BS",n=1,2,...[9-20] and the references there in,
(2) 8(S) = (A + BS)” [21],

3) 8(S)=Ao+A1S+---+A,5"[22,23],

(4) the case of general yield functions, §(0) = 0 and §'(S) > 0 [24-26].

These studies demonstrated that if the yield coefficient increases with substrate
concentration, then in a suitable parameter range, the Hopf bifurcation, limit cycles
or more complex dynamics may appear, which was useful to explain the phenomena
of oscillations.

Furthermore, as pointed out in [3] that time delays occur naturally in chemostat.
In recent years, chemostat models with time delays have been given much attention
[27-34] and the references there in. It is shown that, for some models, time delays could
destroy stability of the steady state of the models and result in periodical oscillation
etc, and that for other models, time delays may be harmless for stability of the steady
state and persistence of the models. So it is necessary to consider the time delays in a
chemostat model.

As far as we know, there are almost no literatures to discuss the chemostat model
with T'issiet functional response, linear variable yield and time delay. In the paper, we
shall further consider the chemostat model (1.2) with variable yield and a time delay,
i.e., the chemostat model governed by the following nonlinear differential systems
with time delay:

S(t—1)

Y _ umSt—-1) 7%

X0 =gisme © X0 -0 = DX, 13
& _ 0 mS() % X ()

S@) = (5" =S@)D - kI:n+S(t)e Y TiBsw

where t > 0 is time delay, and all other parameters in (1.3) are the same as that in
(1.2). If T = 0, it will be the model of [5].
As usual, in order to get dimensionless system, let us define

X=5%, §=58%, r=T/D, m=un/D, b=25"ki, a=kn/S°, C=BS°

and still denote T with 7, then the system (1.3) becomes

5(1) = MU0 ,=by(t=TDyx(; _ 1) — x(1),
[ .( . B ilﬂ(lit) my(r) (x(t) )_by(,()) (1.4)
YO =1-y0) - 5o a500¢ :
By biological meaning, the initial conditions of (1.4) are given as
x(t) =¢1(1) 20, y() =¢2(0) 20, 1€[-7,0] (1.5)

where ¢ (1) and ¢; () are all continuous functions on [—7, 0]. By a biological meaning,
we further assume that ¢; (0) > 0 fori =1, 2.

This paper is organized as follows. In the following section, we shall consider the
existence and boundedness of solutions of (1.4) with the initial condition (1.4). Then,
based on simple analysis on the characteristic equations of (1.4) about the equilibria,
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the local asymptotic stability of the equilibria shall be considered in Sect. 3. In Sect. 4,
the global asymptotic stability of the washout equilibrium of (1.4) shall be discussed
by Lyapunov-LaSalle invariance principle. In sect. 5, the permanence of (1.4) shall be
discussed by some analytic techniques on limit sets of differential dynamical systems.
Finally, some discussions are given in Sect. 6.

2 Existence and boundedness of solutions

In this section, we shall consider the existence and boundedness of solutions of (1.4)
with the initial condition (1.5). It has the following

Theorem 2.1 The solution (x(t), y(t)) of system (1.4) with the initial condition (1.5)
exists and is positive on [0, +00). Further,

limsupy(r) <1, limsupx(¢) <g, liminfy(r)>v
t—>+00 t——+00 1—>+00

aA

where ¢ = max{A + Cy} (y € [0,2]), v = AN

Proof First, from theory of local existence of solutions of general functional differen-
tial equations (see, for example, [35]), it has that x(¢) and y(¢) are existent on [0, b)
for some positive constant b. Let us first show that y(¢) > 0 for ¢ € [0, b). In fact, if
not so, by ¢2(¢) > 0 and the continuity of y(¢), there must be #; > 0 such that

y(t) =0, y() =<0, and y@)>0(-7t <t =<1),

where y(t1) denotes the right-hand derivative att = f1, if t{ = 0. Hence, by the second
equation of system (1.4), it has that

) =1—y(1y) — max(f)y(1) e — 120,

(a+y@)(A+ Cy(n))

This is a contradiction to y(¢;) < 0. This shows that y(¢) > 0 for any ¢ € [0, b).

We further show that x(¢) > O for any ¢ € [0, b). In fact, assume that there exists
some f» > 0 such that

x() =0, x(1) >0(-t=<r=n)

Integrating the first equation of (1.4) from O to #,, we see that

15)
x() = x(0)e 2 +/

0

mx(u —1)y(u — 7)e PYE=0

a+y(u—r)

e Wgy < 0,

which contradicts x(f;) = 0. Therefore, it has that x(#) > 0 for any ¢ € [0, b).
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Next, let us prove that x(¢) and y(¢) are bounded on [0, b). In fact, from (1.4) and
the positivity of x(¢) and y(¢) on [—1, b), it has that for any ¢ € [0, b),

x(t) <mx(t — 1) —x(1),

. 2.1

[y(r) <10, @b
Since any solution of the linear system with time delay
u() =mu(t — 1) —u(t),

[ v(t) =1—v() 2.2)

is existent on [0, +00), it has from well known comparison principle for delayed
differential equations (see, for example, [36]) that for any ¢ € [0, b),

x(1) =u(), y@) =v(@), (2.3)

where (u(), v(t)) is unique solution of (2.2) with the initial condition u(t) = ¢ () >
0 and v(t) = ¢a(t) > 0 for ¢t € [—7,0]. It is clear from (2.3) that the solution
(x(2), y(¢)) must be bounded on finite interval [0, b). Therefore, it follows from the-
ory of continuation of solutions for functional differential equations (see, for example,
[35]) that the solution (x(¢), y(¢)) is existent and non-negative on [0, +00). Further-
more, notice the second inequality of (2.1), it easily has that lim sup, , , o, y(¢) < 1.
In particular, thereisa T > 0, such that y(t) < 2forallr > T.Letg = max{A+ Cy}
(y €10,2]), V(1) = 22 + y(1), then

x(t+71)

Vi) <1 —y@) — =1-V(@), t>T.

Therefore

limsupx(t) <limsupgV(t) <gq.

t— 400 t—+00

It is easily to see that for the system (1.4)

mq mq +aA
YO = 1=y — —y@) =1 - ————y(t)
aA aA
which implies that liminf,—, 1o y(1) > - A‘fmq = v. This completes the proof of

Theorem 2.1.

3 Local asymptotic stability analysis

In this section, we shall consider the local asymptotic stability of the equilibria of
system (1.4). Notice the proof of Theorem 4.1 in Sect. 4, it has that the subset

G={p=(01.9) €C|p1 20,v < ¢ <1}.
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is positively invariant with respect to (1.4). Hence, it is enough to consider system
(1.4)on G.
For the existence of the equilibria, it already has the following

Lemma 3.1 [4](1.4) always has a washout equilibrium Ey = (0, 1). For the existence
of the positive equilibria, there are four cases:

(1) If0 <m < lorm > 1, b < 2, me’b(l—b) > 1, me?® <a+1or
m > 1, me’b(l —b) < 1, me?? <a+1, byZ 4+ aby — a < 0, then there
does not exist any positive equilibrium, where y denotes the real root of f'(y) =
me (1 —by)—1=00n[0,1].

(2) Ifm > Lme™>a+1 or m>1, me_b(l—b) <1, me™% = a+1, then there
exists a single positive equilibrium, denoted by Ef‘ = (A+(C—A)yi"—Cyi"2, ¥
where y{ is unique real root of f(y) = mye ™ —a—y=00n]0,1].

(3) Ifm > 1,me™” <a+1, me ?(1—b) < 1, by>+aby —a = 0, then there exists
a single positive equilibrium, denoted by E; =(A+(C—Ay;— Cy;‘z, y3)
where y3 is unique real root of f(y) = mye ™ —a—y=0o0n]0,1].

(4) Ifm > 1,me™ <a+1, me‘b(l—b) <1, b)_/2+ab)7—a > 0, then there exist two
positive equilibria, denoted respectively, by E;‘l =(A+(C-A)y; —-C yé‘lz, yi)
and E2+2 =(A+(C—-Ay; — Cyi‘%, ¥3,), where y5, and y3, are only two real
roots of f(y) =mye ™ —a—y=00n]0,1].

Theorem 3.1 Ifthe case (1) of Lemma 3.1 holds, then, for any time delay t > 0, Eq is
locally asymptotically stable forme™" < a + 1; Eq is unstable forme™ > a + 1; the
trivial solution of the linearized system of (1.4) about Eq is stable for me™ = a + 1.

Proof The system (1.4) is centered on El+ = (x/',y7) (i =0,1,21,22,3) by intro-
ducing

[X:x—xl?*,
Y =y-—y/,

and corresponding linearized system is of the form

[ X(t)=—-Xt)+MX(t—1)+NY(t—1), 3.1

Y(t) = PX(t) + QY (1),
where

L R (—lzyi* ’ —:;i’yi* +a)
a—+ v

- ’

by*
e Vi
a yi

1

’

_ K
myFe "

(a+y)A+CyH’

0= ~mx}[aA —abAyf — (abC +bA + C)y} — bCyl.*3]e_byi* L
(a+y) (A+Cyp)
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The associated characteristic equation of (3.1) is given by
M1 —Or—Mie ™ —Q+(MQ —NP)e ™™ =0. (3.2)

We first consider local stability of Eg = (0, 1).
Now, M = me™?/(a+1), N =0, P = —me?/[(a+ 1)(A+ O)], Q = —1.
Hence, (3.2) becomes

—b
me
A+D(r+1- ) =o. 3.3
A+1 ( + P ) (3.3)
It is obviously that (3.3) has a negative characteristic root A = —1. Next, we consider
the roots of the transcendental equation
A1 —Mere™ T =0, (3.4)

It follows from [35] that

(i) Ifme™" < a + 1, then all roots of (3.4) have negative real parts for any time delay
T > 0. Hence, Ey is locally asymptotically stable for any time delay T > 0.
(ii) If me™ > a + 1, then (3.4) has roots which have positive real roots for any time
delay T > 0. Hence, Ej is unstable for any time delay 7 > 0.
(1) If me~" = a + 1, this is a critical case and (3.4) is equivalent to

A4+1—e?T=0. (3.5)

From [35], it has that except A = 0, any root of (3.5) has negative real part for any
time delay T > 0. Hence, the trivial solution of the linearized system of (1.4) about
E is stable for any time delay T > 0.

Theorem 3.2 (1) If %N P < Q < O, then ET is locally asymptotically stable for
T < 70, E{F is unstable for T > 1, there is a periodic solution around Erfor T =19,
If O >0o0rQ < %NP, Ei’_ is unstable for any T > 0. (2)If%NP < Q < 0, then
E;’] is locally asymptotically stable for T < T, E;‘l is unstable for T > T, there is a
periodic solution around E;‘l fort =10, IfQ >00r Q < %NP, E; is unstable for
anyt > 0. (3) E;z is unstable for any v > 0. (4) If Q > O, then the trivial solution
of the linearized system of (1.4) about E;’ is unstable for any T > 0; If Q < O, then
the trivial solution of the linearized system of (1.4) about E; is stable for any © > 0.

Proof We consider the local stability of

1

Ef = (x5 ) = (A+ €= anf - Cy2 ), (=1,21,22.3).

@ Springer



J Math Chem (2013) 51:1274-1292 1281

Consider the transcendental equation (3.2). Now,

. (1= (A+cCyp) (7byi*27aby;“+a) , 1
ST (7)ot R

aA —abAy! + (A +abA — bA +aC — C — abC)y}? + (bA +2C + abC — bC)y;}3 + bCy*
(a+y7)yf (A+Cyf) '

when 7 = 0, (3.2) becomes
22— QL—NP =0. (3.6)

From the proof of Lemma 3.1, as long as Ef’ exits, it must be byik2 +abyf —a <0,
thus, N > 0, NP < 0; as long as E%J:l exits, it must be byik2 +aby;, —a < 0,
thus, N > 0, NP < 0; as long as E;, exits, it must be by}5 + aby}, —a > 0,
thus, N < 0, NP > 0; as long as E3+ exits, it must be by§‘2 +aby; —a = 0, thus,
N =0, NP = 0. Hence, from Routh-Hurwitz theory, we have thatif Q < 0, then E T
and E;’l are locally asymptotically stable; if O > 0, then E f’ and E;rl are unstable; if
Q =0, then E fr and E;rl are nonhyperbolic equilibria; E;’z is unstable; E;L is a critical
case.
Suppose L = iw (w > 0) is a root of (3.2) for some . We have that

Q+a)2+wsinwt + (NP — Q)sinwt =0,

(1 - Q)w — wcoswt + (NP — Q) coswt = 0. (3.7)
Thus,
@+ 0+ (1 - 00’ =’ + (NP - 0)°. (3.8)
Hence,
o+ 0%0* + 0> — (NP — 0)* =0. (3.9)
Its roots are
wi:%{—QZi\/Q4—4NP(2Q—NP)} (3.10)

(1) We consider the stability of E r = (x}, y]).

1) If Q0 > %NP, there is only one positive root, A = w4, w4 > 0, such that

1
o} =3 {-0*+ Vo —anreo-nPY.
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i.e. (3.2) has one imaginary solution, A = iw4, w4+ > 0. From Eq. (3.7), we obtain
the following set of values of T for which there are imaginary roots:

0 2nm
hi=—+—, 1=0,1,2,...) (3.1
w4 w4

where 0 < 6 < 2w, and

(Q—Dwl+(NP—Q)(Q+w})
0l +(Q-NP)? ’
(1-0)(Q—NP)oy —oy (Q+0])
w2 +(0—NP)2

cosf =

sinf =

If Q <0,whent =0, E]+ is locally asymptotically stable. Hence, if T < 19,
mn=0,i=1),FE T is locally asymptotically stable.
Next, we prove A = iwy is simple. Denote
FO)=224 (10— Q)r—Mie ™ —Q+(MQ — NP)e ™7, (3.12)
We have that

% =2b+(0—-0)—e* " +1Ae =0 —1(Q—NP)e . (3.13)

If A(t9) = iw+ is not simple, then fl—fh:im =0, F(iwy) = 0. Therefore,
{mz FIA =)t +2A+1-20— 01 — e—“} hmio, =0 (3.14)
We have

—twf_ +1—-20 — 0t —coswyt =0,
(1 - 0)t+2)w+ +sinwit =0. (3.15)

From the second equation of (3.15), we have
(1 - 0)twy + 2wy +sinwyt > 204 + 0y +sinwyt >0,
which is a contradiction. Therefore A = iw is simple.

Furthermore, we need to determine the sign of the derivative of ReA(t) atX = iw.
For convenience, we study (dA/dt)~" instead of dA/dt. We have

T
AM=A+Q—NP) A

(dx T+ 1- ) — 1
) -

and

i A+NP—Q

TR+ 0-0r-0
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Therefore,
. d(Re))
sign {T}Aziw+ {Re }A =iwg
_ —Qr+1-0) N —
_szgn[Re A(/\2+(1 [orss Q)]A zw++Re[k(HNPQ)])\=iw+]
i (1 Q)2+2 (0+a?) 1
g +w+ (1 Q)2w+ (NP Q)2+w

= sign { (1—Q)2+2Q—1+2w+}
—szgn{Q2+2a)+} > 0.

Hence, there is a Hopf bifurcation at ® = w4, v = 79. Therefore, if 0 < 0, 0 >
%N P,then E f is locally asymptotically stable for t < 7, E f“ is unstable for t > 1y,
there is a periodic solution around E f’ fort = 1. If Q > 0,whent =0, E f’ is
unstable. Hence, if Q > 0, then, E fr is unstable for any t > 0.

@) If Q < %N P, then (3.9) has no positive root, i.e. (3.2) does not have imaginary
solution. Therefore, if 0 < %N P, then E f is locally asymptotically stable for
any T > 0.

(2) We consider the stability of E21 = (x21 )’21)

Using the same method as the proof of EF it 0 < %N P, then E;rl is locally
asymptotically stable forany 7 > 0;if 0 < 0, QO > lN P, then E; + is locally
asymptotically stable for t < 7, E21 is unstable for T > 79, there is a perlodlc
solution around E;rl for T = 7p; where 79 = w+’ (i =21).1If O > 0, then, E
unstable for any 7 > 0.

(3) We consider the stability of E;z = (X35, ¥3y)-

1 Ifo > %N P, there is only one positive root. From the proof of E;,
WIAZWF > (. Hence, E;z is unstable for any T > 0.

(i) If Q < | 5N P, then (3.9) has no positive root, i.e. (3.2) does not have imaginary
solution. When T =0, E;‘Z is unstable. Therefore, if Q < lN P, then E22 is
unstable for any T > 0.

Therefore, E2+2 is unstable for any 7 > 0.

(4) We consider the stability of ES = (x5, ¥3).

Consider the characteristic equation (3.2). A(t) = 0 is a root of (3.2) for all ¢ > 0.
Assume A = u + iv is a root of (3.2), then, we have

W =2 4+ 2iuv+ (1 — Qu+i(l — Qv — (u+ivie " (cosvt —isinvt) — Q

+Qe " (cosvt — isinvt) = 0.
Therefore,

W=+ (0=Qu— Q0+ (—u+ Qe “cosvt — ve “sinvt =0 (3.16)
2uv + (1 — Q)v —ve “Tecosvt + (u — Qe “Tsinvt =0 (3.17)
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From (3.12) and (3.13), we have
[ —v>+(1 = Qu — QP +Ruv+(1 — Q)v]* = e 2 [(u — Q)*+v?] (3.18)

(i) Assume Q < 0. Suppose (3.2) has aroot A = u + iv,u > 0, for some v > 0.
Then, from (3.14), we have

W? —vD)? +4u*0* +2(1 — Q)W +uv>)+(0% = 20)u*+ 0*v*+20%u < 0.
This is impossible, since we are assuming Q < 0 and # > 0. Hence, all roots
of (3.2) have non-positive real parts; this implies that the trivial solutions of the
linearized system of (1.4) about E;r is stable.
(i) Assume Q > 0. Consider the following real function
FO, ) =2240=0)r—2re ™ — Q0+ Qe 7.
We observe
£, 7)=0
and

lim f(A, t) = 400.
A—+00

There exists a M > 0 such that, if . > M, f (A, ) > 0, we also have

_af(;r’ R R S Ry s
%Z_Q(1+r)<0,(r20).

Hence, there exists a §(r) > 0 such that when 0 < A < §(7), f(A,7) < O.
Therefore , there must exist at least a A, 8(1) < A < M, such that f(i, 7) =0,
i.e. (3.2) has at least a positive root. Hence, the trivial solution of the linearized
system of (1.4) about E;r is unstable.

4 Global asymptotic stability analysis of E

In Sect. 3, we have considered local asymptotical stability of E in details. In the
section, we shall further consider global asymptotical stability of Eg by means of
Liapunov-LaSalle invariance principle. The following theorem is main result in the
section.

Theorem 4.1 If the case (1) of Theorem (3.1) holds, then, for any time delay t, the
washout equilibrium Eq is globally asymptotically stable for me™ < a + 1, and
globally attractive for me™" = a + 1.
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Proof We shall also use Liapunov-LaSalle invariance principle (see, for example,
[35] and [37]) to prove Theorem 4.1 Define the subset

G={p=(p1,92) €C |1 >0,v<¢ <1}.

We first show that G is positively invariant with respect to (1.4).

For any ¢ = (¢1, ¢2) € G, let (x(¢), y(¢)) be the solution of (1.3) with the initial
function ¢. From the proof of Theorem 2.1 it has that (x(¢), y(¢)) is non-negative for
any ¢t > 0. We further show that y(¢) < 1 for any # > 0. In fact, if thereisa 3 > 0
such that y(f3) > 1, it has from Lagrange mean value theorem that y(t4) > 0 for
some #4 € (0, 13) and y(#4) = 1. Hence, it has from the second equation of (1.3) that

mx(t4)y(t4) —by(ta) _ ()

. =1— —
¥ (t2) Y @) A+ Oy

which is a contradiction to y(#4) > 0.

Let us show that y(¢) > v for all t > 0. If not, we can find some #5 > 0 such that
y(ts) = v, y(t) > vforall —t <t < t5 and y(t5) < 0. On the other hand, it follows
from (1.4) that

: — my(ts)x(ts) —by(t qm
Y(tS)—l_Y(IS)_me y(ts) > l—v—ml)—().

Thus, we again have a contradiction. Therefore, G is positively invariant with respect
to (1.4).
Let us define a functional V on G as follows,

0
Vip) = ¢1(0) +/<p1(9)d9- 4.1

-7

It is clear that V (¢) is continuous on the subset G and that the derivative of V (¢)
along the solution of (1.4) satisfies

V(@)la4) = ¢100) + ¢1(0) — ¢ (—7)
X(t)+x(@) —x(t—1)
_ my(t — 1)
S a+y(t—1)
_ my(t — 1) oY)
a+yt—r1)
A a2))
a4yt —1)
- L) (f;i (3)) P1(-D), (42)

e x(t — 1) —x(0) +x(t) —x(t — 1)
x(t—1)—x(t —1)

x(t—1)
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for t > 0, where

() =mye™

—a—y.
Since (1.4) has unique equilibrium Ey, it has that f(y) < 0 for any y € [0, 1]. Hence,
it has that for any # > 0,

V()4 <O0.

This shows that V (¢) is a Lyapunov functional of (1.4) on the subset G.
Define £ = {¢ € G | V(¢)l(1.4) = 0}. From (4.2), it has that

E={pecGloi(=1)=0 or f(p(=1)) =0} 4.3)

Let M be the largest set in E which is invariant with respect to (1.4). Clearly, M is not
empty since Eg = (0, 1) € M. We have two cases to be discussed.

(1) Ifme™ < a+ 1, ithas that f(y) < 0 forany y € [0, 1]. Hence,
E={peGleo(-1)=0}

For any ¢ € M, let (x(¢), y(¢)) be the solution of (1.4) with the initial function
¢. From the invariance of M, it has that (x;, y;) € M C E for any ¢ € R. Thus,
x(t — 1) = 0 for any t € R, which implies that x(¢) = 0 and ¢; = 0 for any
t € R. From the second equation of system (1.4), it has that y(r) = 1 — y(¢) for
any ¢ € R. Since y(t) — 1 ast — +4o00. Hence, ¢o = 1. Therefore,

M = {(0, D} = {Eo}.

The classical Liapunov-LaSalle invariance principle (see, for example, [35]) shows
that Eg is globally attractive for any 7 > 0. It follows from Theorem 3.1 that the
washout equilibrium Ej of (1.4) is globally asymptotically stable for any time
delay > 0.

(2) If me™ = a + 1, it has that f(y) = 0 is equivalent to y = 1. Hence, while
f(p2(—7)) = 0, it must have that ¢o(—7) = 1. Thus,

E={peGloi(-1)=0 or ¢(=1))=1}.

For any ¢ € M, let (x(¢), y(t)) be the solution of (1.4) with the initial function ¢.
From the invariance of M, it has that (x;, y;) € M C E for any ¢t € R. Thus for
any t € R,ithasthatx(t —7) =0or y(t —t) = 1. If y(t — t) = 1 for some
t € R, it has from the invariance of G that the function y(¢) takes local maximum
at t — 7. Hence, it must have that y(f — ) = 0. From the second equation of
system (1.4), it has that

. mx(t — )yt — 1) —by(t—1)
— O =1—vy(¢—1)— Y =0.
Y = D e AT G — )
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Since y(t — ) = 1, we have that x(t — t) = 0. Therefore, for any ¢ = (¢1, ¢2) €
E,italwayshasthatx(t —t) = Oforanyt € R,i.e.,¢1(—71) = 0. By repeating the
proof of case (1), it also has that M = {E}. It again follows from the Liapuynov—
LaSalle invariance principle that Ey is globally attractive for any t > 0. This
completes the proof of Theorem 4.1.

5 Permanence

In this section, we will use the same method as [38] to prove the permanence of system
(1.4). The following theorem is main result in the section.

Theorem 5.1 For any time delay t > 0, m > 1 and me=

and sufficient for the permanence of (1.4).

> a + 1 are necessary

Proof Note that the washout equilibrium Ej is globally asymptotically stable or glob-
ally attractive if m > 1 and me™ > a + 1 are not valid. We only need to prove the
sufficiency. It follows from the definition of permanence and Theorem 2.1, we only
need to show

lim inf, o0 X (1) > v. (5.1)

Here v is some positive constant which does not depend on the initial function ¢. The
proof is divided into two steps.
Step 1. Let us first show

liminf,_ o0 x(¢) > 0. (5.2)

From the invariance of G, it is enough to consider the solution (x(z), y(¢)) (t > 0)
with the initial function ¢ € G. From Theorems 2.1 and 4.1, we see that the omega
limit set w (¢) of (x(¢), y(¢)) (r > 0) is nonempty, compact, invariant and w(¢) C G.
If liminf,_, {5 x () = 0, we shall show that there is a contradiction.
Infact, fromliminf,_, { o x () = 0, we see that there exists a positive time sequence
{tp}: t, = +o0(n — +00) such that

lim x(#) =0, x(t,) =0, x() Zx(ty) (ta —7T =1 = tp).
th—>+00

Note that the solution (x(¢), y(¢)) is bounded on [0, +-00) by Theorem 2.1. It follows
from (1.4) that is (x(¢), y(¢)) uniformly continuous on [0, +00). Hence, it follows
from Ascoli’s theorem that there is a subsequence of {#,}, still denoted by {t,}, such
that

 lm Cx(tn), y(tn)) = (x(0), y(©))

holds uniformly on R in the wider sense. From Theorem 4.1, we have that (x;, y;) € G
for any r € R, and that for any 7 € R, the function (x(¢f + t), y(t + 7)) of ¢ is the
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solution of (1.4) with the initial function (X, y;). Here we note that x(0) = 0 and
v <y(t) <1lforanyt € R.

We claim that (x(¢), y(¢)) = (0, 1) for any € R. Note that if ¢1(0) > 0, then
the solution (x(¢), y(¢)) of (1.4) exists and x(¢r) > 0 and y(¢) > 0 (z > 0). Thus,
from x(0) = 0, we have that X(¢) = 0 for any r < 0. Thus, it follows from (1.4) that
x(¢t) =0 forany s € R, and that y'(r) = 1 — y(¢) for any ¢ > 7. Hence,

yO)y =30+ 1 —e), (= 1).
Note that from the arbitrariness of 7, we have that
F(1) =14 (3(0) — De™".

Since y(¢) is bounded for t € R, we must have that y(0) = 1, which implies that
y(t) = lforanyt € R.Itfollows from (1.4) and the invariance of G that (X (¢), y(¢)) =
(0, 1) for any ¢ € R. This shows that the above claim holds. Specially, we have that

lim x(t, —t) =x(—7t) =0, lim y( —1)=y(-7) =1,
n—+o00 n—+o0

my(t, — 1) by taT) _ me™b

_ > 1.
n—+o00 a + y(t, — 1) a+1

For sufficiently small € > 0 and sufficiently large N, n > N, we have

—b
my(tn - T) e—by(tn—r) - me e~ 1.
a+y(t, —1) a+1
Hence
. my(ty — 7) —by(ty—T)
X(ty) = —————e T Ux(t, — 1) — x(¢,
=y (tn — ) = x(1a)
> ( my(t, — 1) e,by(;",t) . ]) x(ty)
a+y(t, —1)

me™?
> Y —€—1)x(t,) > 0.

which is a contradiction to x(#,) < 0. This completes the proof of liminf;_,
x(t) > 0.
Step 2. Let us show that

liminf, o x(t) > v > 0.

For any initial functions sequence ¢, = {(@fn), <ﬂ§n))} C G, let (x™ (1), y™ (1)) be
the solution of (1.4) with the initial function ¢,. Let w,(¢,) be the omega limit set of
(x™ (1), y"™(t)). We have that there exits some compact and invariant set * C G such
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thatdist (w, (@), ©*) — 0asn — 4o00. Here, dist (w, (¢,), ®*) means Hausdor f f
distance.

If (5.1) does not hold, for some initial function sequence ¢, = {(@in), Qﬁén))} cG

such that wgn) (0) > 0, we have that there is some ¢ = (¢1,@2) € o* such that
@1(6p) = 0 for some 0y € [—t, 0]. Now, let (x(¢), y(¢)) be the solution of (1.4) with
the initial function ¢. Then, by the invariance of w*, we have that (x;, y;) € ™ for
all # € R. Note ¢1(6p) = 0 and the positivity of all solutions, we easily have that
x(t) = 0 for all t < 6y. Hence, it follows from (1.4) that ¢1(0) = 0(—t < 6 < 0)
and x(r) = 0(t € R). This implies that x(¢) = 0,y(t) = g(¢t) for all t € R,
where g(t) = 1 — (1 — @2(0))e™". If ¢2(0) < 1, we see that the negative semi-orbit
(X¢, y¢)(t < 0) is unbounded. This is a contradiction.

If ¢2(0) = 1, we have that x(t) = 0, y(z) = 1 for all + € R. This shows that
¢ = (0, 1) = Eg € w*. Let us show that Ej is factually isolated [39,40]. That is, there
exists some neighborhood U of Ej in G such that Ey is the largest invariant set in U.
In fact, let us choose

U={¢|lo=(p1.2)€G, | ¢—Epl<e}

for some sufficiently small positive constant ¢ and ¢ < %. We shall show
that E is the largest invariant set in U for some ¢.

If not, for any sufficiently small ¢ there exists some invariant set W(W C U) such
that W\ Ey is not empty. Let ¢ = (¢1, ¢2) € W\ Ep and (x;, y;) be the solution of
(1.4) with the initial function ¢. Then, (x;, y;) € W for all t € R.

If ¢1(0) = 0, by the invariance of W and Theorem 2.1, we also have the contradic-
tion that ¢ = Eq or that the negative semi-orbit (x;, y;)(# < 0) of (1.4) through ¢ is
unbounded.

If ¢1(0) > 0O, from the Theorem 2.1, we see that x(z) > 0 for all # > 0. Now, let us
consider the continuous function

t

P(t)=x(t)+p / x(0)de, (5.3)

-t

for some constant p > 1. Because of (x;, ;) € U(t € R),wehavel —e < y(¢) <1,
(t € R). The time derivative of P(¢) along the solution (x(z), y(¢)) satisfies

P(t) = () + p(x(t) — x(t — 7))
= (0 = Dx() + (=5 e 200 — p) x(t = 1) (5.4)

me~(1—¢)

> (0= Dx(0) + (%52 = p) x - D)

me’b(l —g)
a+(1—¢)

. From (5.2), we have that x(¢) > n > 0 for some

b —b
me _—(atl) and 2¢” > 1, we have that
me=—1 a+1

me’b(l —g)
a+(1—e¢)

Since ¢ < > 1. We can choose

p > 1l,suchthatl < p <
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constant n and all large ¢ > #; > 0. Hence, it follows from (5.4),
P() > (p — Dx(1) > 0. (5.5)

Thus, P(t) — +o00 ast — +o00. This contradicts Theorem 2.1, and shows that E
is isolated.

We easily see that the semigroup defined by the solution of (1.4) satisfies the
conditions of Lemma 4.3 in [40] with M = Ejy. Thus, by Lemma 4.3 in [40] , we
have that there is some & = (&1, &), such that § € w™ N (WS(Eg)\Ep). Here, W*(Ey)
denotes the stable set of Eg.

If £1(0) = 0, again by the invariance of M and Theorem 2.1, we also have the
contradiction that & = Eg or that the negative semi-orbit (X;, y;)(t < 0) of (1.4)
through & is unbounded.

If £1(0) > 0, from Theorem 2.1, we see that x(z) > 0, y(zr) > 0 forall r > 0. It
follows from & € w* N (WS(Ey)\Ep) that lim;_, 100 X(¢) = 0, lim;— 100 () = 1,
which contradicts (5.2). This shows that (5.1) holds. Thus, (1.4) is permanent. This
proves our theorem.

6 Discussion

In this paper, based on some biological meanings, we introduce variable yield and time
delay to a class of chemostat model with inhibitory exponential substrate uptake which
was considered in [4], and get an improved chemostat model (1.3) with time delay,
which accounts for the natural phenomenon more reasonably. Then, by using compar-
ison principle for functional differential equations and traditional analysis technique
for transcendental equations [35], we give a detailed analysis on global existence and
boundedness of solutions of (1.4) and local asymptotic stability of the equilibria of
(1.4). Finally, based on Lyapunov-LaSalle principle for functional differential equa-
tions, we completely obtain global asymptotic stability and global attraction of the
washout equilibrium of (1.4). Our results show that time delay is factually harmless
for the local and global asymptotic stability of the washout equilibrium of (1.4), but
it is not always harmless for the stability of the positive equilibrium, that is to say,
because of the time delay the positive equilibrium becomes unstable (Theorem 3.2).
Based on some known techniques on limit sets of differential dynamical systems, we
show that, for any time delay, the chemostat model is permanent if and only if only
one positive equilibrium exits. Unfortunately, we cannot give a complete proof to the
global asymptotic stability of the positive equilibrium £ 1+ We shall leave the problems
as future work.
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